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Abstract

Femtosecond laser heating on metals produces a blasting force in the sub-picosecond domain, which exerts on the

metal lattices along with the non-equilibrium heat flow from hot electrons. Such a hot-electron blast depends on both

temperature and temperature gradient in the electron gas, resulting in pronounced effects in multi-layered metal films

due to discontinuous heat transfer and load transmission across the interface. This work employs the parabolic two-step

model to study the effect of the hot-electron blast in multi-layered thin metal films. Dominating physical parameters are

identified to characterize the ultrafast heating and deformation across the interface. � 2002 Elsevier Science Ltd. All

rights reserved.

1. Introduction

Ultrafast lasers with pulse durations of the order of

sub-picosecond (ps, 10�12 s) to femtosecond (fs, 10�15 s)

domain possess exclusive capabilities in limiting the

undesirable spread of the thermal process zone in the

heated sample. In addition to the demonstrated appli-

cations for structural monitoring of thin metal films

[1,2], laser micromachining [3] and patterning [4],

structural tailoring of microfilms [5], and laser synthesis

and processing in thin-film deposition [6], recent appli-

cations of femtosecond lasers have well spanned in all

disciplines of physics, chemistry, biology, medicine, and

optical technology [7–10]. The non-contact nature of

femtosecond lasers, in addition, has made them an ideal

candidate for precise thermal processing of functional

nanophase materials [11,12].

While femtosecond lasers have been attracting

worldwide interest in science and engineering, it has

been a constant trend that the heating intensity is con-

tinuously increased to improve the processing power. To

date, femtosecond lasers can deliver energy levels span-

ning the electromagnetic spectrum from the X-rays to T-

rays (1012 Hz radiation), generating optical peak powers

as colossal as petawatts (1015 W) [13,14]. Success of

high-energy femtosecond lasers in real applications relies

on three factors. First, such ultrashort-pulsed lasers

must be well characterized, including development of the

experimental techniques and determination of the pulse

width, the laser-beam heating profile, and the detailed

history of laser-material interactions in the sub-pico-

second domain [15–17]. Second, reliable microscale heat

transfer models must be in place to describe the various

microstructural interaction effects that are activated

during the ultrafast transient in the pico/femtosecond

domain [18–29]. Third, combining the fundamental

understandings thus developed, including both laser

characterizations and model developments, the most

important task in real applications is prevention of

thermal damage. Note that ultrafast damage induced by

the sub-picosecond pulses is intrinsically different from

that induced by the long-pulse or continuous lasers. For

the latter, laser damage is caused by the elevated tem-

peratures resulting from the continuous pumping of

photon energy into the processed sample. The ‘‘damage

threshold’’ termed in heating by long-pulse lasers, there-

fore, is often referred to as the laser intensity that drives

the heated spot to the melting temperature. Thermal
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damage induced by ultrashort pulses in the picosecond

domain, on the other hand, occurs after the heating

pulse is over [30]. Field induced multi-photon ionization

produces free electrons that are rapidly accelerated by

the laser pulse. Absorbing energy from the impinging

photons in the femtosecond domain, these free electrons

mobilize and ionize neighboring atoms through high-

frequency collisions, which generates more electrons.

The hot electrons transmit thermal energy to phonons

through phonon–electron coupling, resulting in a new

thermal property, called the electron–phonon coupling

factor, for microscale heat transfer in metals [15–26].

This process continues until a critical density of hot

electrons is reached. Under a sufficiently high intensity

of heating, in fact, experimental results [13,14] have

shown that the ultrafast damage involves shattering of a

thin material layer (from the heated surface) without a

clear signature of thermal damage by excessive temper-

ature. Rather than the melting damage developed at

high temperature, obviously, there exists a new driv-

ing force that brings about such ultrafast damage;

probably in only a few picoseconds after heating is ap-

plied.

The recent work on the hot-electron blast [31]

sheds light on revealing the fundamental mechanisms of

ultrafast deformation in the ‘‘cold’’ lattices (acoustic

phonons) during non-equilibrium heating on metals.

The deformation potential, resulting from the energy

integrals of electrons on the Fermi surface, was found

proportional to the electron temperature squared, giving

rise to a blasting force that depends on both the tem-

perature and temperature gradient in the electron gas.

For a 0:1 lm gold film heated by a 100 fs laser, such a

blasting force lasts for about 1.5 ps [32]. Compression

was initially developed in the acoustic phonons due to

rapid bombardment of hot electrons. The subsequent

tension across the thermomechanical wavefront, how-

ever, may be so strong that the metal lattice can be

destroyed before reaching the damage threshold by

melting. Electrons and phonons are highly non-equilib-

rium during the hot-electron blast, with electron being

excited to several thousand degrees while phonons

remain almost thermally undisturbed. Damage thus

developed in the cold lattices closely resembles the ex-

perimental observations [13,14] of surface shattering

induced by intense ultrashort lasers.

Nomenclature

C volumetric heat capacity ðJ m�3 K�1Þ
d fraction between 0 and 1

dij deformation potential

E modulus of elasticity (Pa)

G phonon–electron coupling factor ðWm�3

K�1Þ
H non-dimensional value of G

i nodal number

J laser fluence ðJ m�2Þ
K non-dimensional thermal diffusivity of elec-

trons at room temperature

k thermal conductivity ðW m�1 K�1Þ
L non-dimensional film thickness

M nodal number

l film thickness (m)

p vector of energy state variables (eV)

R surface reflectivity, dimensionless

RX ratio of property X, X ðIIÞ=X ðIÞ

S energy absorption rate ðW m�3Þ
SF Fermi surface ðm2Þ
T temperature (K)

T0 initial temperature (K)

t time (s)

U non-dimensional displacement of acoustic

phonons

u displacement of acoustic phonons (m)

t physical time (s)

v mean electron velocity (m s�1)

x one-dimensional space variable (m)

xi;j;l;m i; j; l;m ¼ 1; 2; 3. Spatial coordinates in the
x1; x2, and x3 directions (m)

Greek symbols

b non-dimensional time

d optical depth (m)

e Cauchy strain (nm nm�1)

eF Fermi energy (J)

K electron blast coefficient ðJ m�3 K�2Þ
h non-dimensional temperature

q mass density of acoustic phonons ðkg m�3Þ
r Cauchy stress (Pa)

n non-dimensional space

Subscripts and superscripts

e electron

l lattice

p pulse

max maximum value

n nodal number of the time grid

0 room temperature (300 K) or reference state

(j) j � I; II. Medium number

(i) nodal number
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Now that the hot-electron blast is found significant

under intensified heating, ultrafast deformation needs to

be addressed altogether in non-equilibrium heating of

electrons and phonons. This is particularly true for sub-

micron films because the magnitude of deformation may

easily reach a fraction of the film thickness on the mi-

croscopic level. This work extends the hot-electron blast

model [31,32] to study the ultrafast deformation in lay-

ered metal films. Since the hot electron blast strongly

depends on the temperature gradient in the electron gas,

particular emphasis is placed on the interfacial area

where the temperature gradient experiences an abrupt

change in transition from one metal film to another.

2. Ultrafast deformation and heating

For metals heated by ultrashort-pulsed lasers, de-

formation of acoustic phonons during the first few

picoseconds is driven by the hot electron blast. In terms

of the general dynamical equations of thermoelasticity

[31], the equations of motion can be expressed as

q
o2ui
ot2

� Eijlm
o2ul

oxjoxm
¼ Kij 2Te

oTe
oxj

� �
;

where Kij ¼
1

32p
o

oeF

Z
dijðpÞdSF

v
: ð1Þ

In Eq. (1), a repeated index in a single term (such as j, l,

and m) refers to summations (from 1 to 3 for all j, l, and

m). The first term reflects the inertia effect of the acoustic

phonons. The second term results from the stress gra-

dient,

orij

oxj
¼ o

oxj
ðEijlmelmÞ ¼ Eijlm

o2ul
oxjoxm

;

which assumes a constant modulus of lattice elasticity

and a small deformation of acoustic phonons during the

picosecond transient. The driving force induced by hot

electrons, the term on the right-hand side of Eq. (1), is

a unique feature derived from the dynamical theory of

thermoelasticity. Up to the second order of ðTe=TFÞ2,
with TF representing the Fermi temperature (6:42� 104
K for gold), the blasting force is proportional to the

gradient of the electron-temperature squared, recalling

that oðT 2e Þ=oxj ¼ 2TeoTe=oxj. Such a product form ex-

plicitly shows the strong dependence of the blasting

force on both temperature and temperature gradient in

the electron gas [32].

The proportional constant, Kij in Eq. (1), unfortu-

nately, is difficult to evaluate because the number of free

electrons in various metals has not been sufficiently clear

yet. For noble metals such as gold, the number of free

electrons is usually taken as one per atom and the

number of free electrons is taken as a fraction of the

valence electrons in the s-band [20]. With an electron

density states on the order of 10�2–10�1 levels per elec-

tron volt (eV) per atom, which is typical for most metals,

the value of Kij should be of the order of 10–10
2 J m�3

K�2. Comparing to the result estimated on the order of

magnitude as well [31], Kij � Ce0=T0 with Ce0 being the
heat capacity of electrons at room temperature T0. For
gold, Kij � Ce0=T0 ffi 70 J m�3 K�2, which lies within the

aforementioned threshold.

In spite of the familiar form, Eq. (1) originated from

the dynamical Hamiltonian principle [33,34] has several

unique features. First, the modulus of elasticity ðEijlmÞ
may undergo a significant change as a result of the

electron loop in the phonon self-energy function. Such a

change is proportional to the integral of dij and dlm over
the Fermi surface, yielding a quantity proportional to

ðTe=TFÞ2. Under the same assumption that ðTe=TFÞ 	 1,

obviously, the modulus of elasticity can be assumed in-

variant ðEijlm � constantÞ. Second, effect of stress re-
laxation due to thermal expansion of the metal lattices

appears later than that of the hot-electron blast [32]. A

direct use of Hookes’ law without considering the ther-

mal expansion effects, therefore, is made in the dynam-

ical equations of motion when describing the ultrafast

deformation of acoustic phonons.

2.1. Electron–phonon interactions

Ultrafast heating involves high-rate heat flow from

electrons to phonons in the picosecond domain. Elec-

trons have much smaller heat capacity than phonons,

by two to three orders of magnitude, depending on

the temperature of electrons. When heated by photons

(lasers), electrons first shoot to several hundreds to

thousands degrees within a few picoseconds without

disturbing the metal lattices. This stage is termed non-

equilibrium heating [20–22,26] due to the large difference

of temperatures in electrons and phonons. The lattice

(phonon) temperature then increases as a result of

phonon–electron coupling, resulting in a new thermal

property termed phonon–electron coupling factor G.

In forms parallel to Eq. (1), the energy equations de-

scribing the continuous energy flow from hot electrons to

phonons during non-equilibrium heating can be written

as:

CeðTeÞ
oTe
ot

¼ o

oxj
keðTe; TlÞ

oTe
oxj

� �
� GðTe � TlÞ þ Sðxj; tÞ;

Cl
oTl
ot

¼ GðTe � TlÞ; where CeðTeÞ ¼ Ce0
Te
T0

� �

and keðTe; TlÞ ¼ k0
Te
Tl

� �
:

ð2Þ

Heat transport in the electron gas is assumed diffusive

(following Fourier’s law) and effect of conduction
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through the metal lattices is neglected due to the optical

depth (of laser penetration) in metals typically on the

order of 0:01 lm. Eq. (2), consequently, is termed the
parabolic two-step model [20–22].

The intensity of heat flow from electrons to phonons

is assumed proportional to the temperature difference

between electrons and phonons, Te � Tl. The propor-
tional constant, G, is insensitive to temperature. The

value of G ranges from 1014 to 1016 W m�3 K�1 for most

metals [20]. For gold, for example, G ffi 2:6� 1016
W m�3 K�1. Thermal properties of phonons are much

less sensitive to temperature than those of electrons.

metal lattice display Heating by ultrashort-pulsed la-

sers involves more than a heat flux specified at the

surface.

The energy absorption rate, Sðxj; tÞ in Eq. (2), de-
scribes the Gaussian distribution employing the nor-

malized autocorrelation function of the laser pulse and a

full width at half maximum (FWHM) based pulse du-

ration ðtpÞ. The initial heating time, consequently, is
shifted from 0 to �2tp, with the resulting Gaussian
profile peaking at time 0 [17,26]. In the case of one-

dimensional heating, assuming constant optical prop-

erties of metals, the energy absorption rate can be

approximated by

Sðx; tÞ ¼ 0:94J 1� R
dtp

� �
exp

"
� x

d
� 4 lnð2Þ t

tp

� �2#

ð3Þ

with x denoting the major axis of thermomechanical

response. For multi-dimensional heating, the bracketed

quantities also involve the directional energy absorption

rates in different directions [35].

3. Thin-film heating and deformation

Direct dependence of the hot-electron blast on the

temperature gradient in the electron gas warrants a

careful study of ultrafast heating and deformation in the

interfacial area between dissimilar films. Revealed by the

heat transfer analysis assuming rigid conductors [22],

temperature gradient in the electron gas may develop a

strong discontinuity near the interface at extremely short

times. The abrupt change of temperature gradient im-

plies a strong blasting force in transition from one

medium to another, which may result in unexpected

delamination failure in cold lattices, at a temperature

much lower than the melting temperature.

A sub-micron metal film consisting of two material

layers are considered to illustrate the general effects of

the hot-electron blast across the interface. The total

thickness of the two-layer film remains to be of the order

of 0:1 lm, which is much smaller than the diameter of
the heated spot on the metal surface, justifying the use of

one-dimensional models in describing ultrafast heating

and deformation. The coordinate system is sketched in

Fig. 1, which illustrates a double-layered metal film with

an interface at x ¼ dl ð0 < d < 1Þ. The dynamical equa-
tions of motion in each material layers are reduced from

Eq. (1):

qðIÞ o
2uðIÞ

ot2
� EðIÞ o

2uðIÞ

ox2
¼ 2KðIÞ T ðIÞ

e

oT ðIÞ
e

ox

� �
;

qðIIÞ o
2uðIIÞ

ot2
� EðIIÞ o

2uðIIÞ

ox2
¼ 2KðIIÞ T ðIIÞ

e

oT ðIIÞ
e

ox

� �
:

ð4Þ

Likewise, the two-step energy equations are reduced

from Eq. (2):

CðIÞ
e0

T ðIÞ
e

T0

� �
oT ðIÞ

e

ot
¼ kðIÞe0

o

ox
T ðIÞ
e

T ðIÞ
l

 !
oT ðIÞ

e

ox

" #

� GðIÞ T ðIÞ
e



� T ðIÞ

l

�
þ 0:94J 1� R

dtp

� �

� exp
"
� x

d
� 4 lnð2Þ t

tp

� �2#
;

CðIÞ
l

oT ðIÞ
l

ot
¼ GðIÞ T ðIÞ

e



� T ðIÞ

l

�
;

ð5Þ

Fig. 1. Femtosecond-laser heating on a double-layered metal

film of thickness L with an interface located at x ¼ dl ð0 <
d < 1Þ.
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CðIIÞ
e0

T ðIIÞ
e

T0

� �
oT ðIIÞ

e

ot
¼ kðIIÞe0

o

ox
T ðIIÞ
e

T ðIIÞ
l

 !
oT ðIIÞ

e

ox

" #

�GðIIÞ T ðIIÞ
e



�T ðIIÞ

l

�
þ0:94J 1�R

dtp

� �

� exp
"
� x

d
�4lnð2Þ t

tp

� �2#
;

CðIIÞ
l

oT ðIIÞ
l

ot
¼GðIIÞ T ðIIÞ

e



�T ðIIÞ

l

�
:

ð6Þ

In Eq. (4), EðI;IIÞ � EðI;IIÞ
1111 and KðI;IIÞ � KðI;IIÞ

11 are the only

components of Eijlm and Kij that appear in the one-

dimensional equations of motion.

In ultrafast deformation neglecting the stress relax-

ation effect in thermal expansion of the metal lattices,

the strain-free and stress-free conditions at the film

surfaces are mutually implied:

ouðIÞ

ox
¼ 0 at x ¼ 0 and

ouðIIÞ

ox
¼ 0 at x ¼ l: ð7Þ

Energy losses from the front and back surfaces of the

film, in addition, is negligible during the picosecond

transient, implying

oT ðIÞ
e

ox
¼ oT ðIÞ

l

ox
¼ 0 at x ¼ 0 and

oT ðIIÞ
e

ox
¼ oT ðIIÞ

l

ox
¼ 0 at x ¼ l: ð8Þ

Displacement and stress of acoustic phonons, mechani-

cally, are assumed continuous across the interface,

uðIÞ ¼ uðIIÞ and EðIÞ ou
ðIÞ

ox
¼ EðIIÞ ou

ðIIÞ

ox
at x ¼ dl: ð9Þ

Thermodynamically, on the other hand, temperature

and heat flux of electrons are assumed continuous at

x ¼ dl,

T ðIÞ
e ¼ T ðIIÞ

e and

kðIÞe0
T ðIÞ
e

T ðIÞ
l

 !
oT ðIÞ

e

ox
¼ kðIIÞe0

T ðIIÞ
e

T ðIIÞ
l

 !
oT ðIIÞ

e

ox
at x ¼ dl:

ð10Þ

Both electrons and phonons are assumed disturbed from

an equilibrium temperature

T ðIÞ
e ¼ T ðIÞ

l ¼ T ðIIÞ
e ¼ T ðIIÞ

l ¼ T0 as t ¼ �2tp; ð11Þ

with the initial time ð�2tpÞ resulting from the description
of FWHM duration of the laser pulse. Mechanically, at

last, both media are assumed disturbed from a station-

ary state

uðIÞ ¼ uðIIÞ ¼ 0 and
ouðIÞ

ot
¼ ouðIIÞ

ot
¼ 0 as t ¼ �2tp:

ð12Þ

In passing, note that the relaxation behavior (finite

speed of heat propagation) for heat transport through

acoustic phonons may be present during the short-time

transient, which will add additional wave terms in the

phonon (second) equations in Eqs. (5) and (6). Since the

typical relaxation time of phonon-to-phonon collisions

is of the order of 10 ps for most metals, and our primary

concerns are the hot-electron blast during the first few

picoseconds, such wave effects are excluded in the pre-

sent model. Even with the conduction effect implemented

in the energy equations for the metal lattices, in fact, we

have shown that the phonon wave effect becomes no-

ticeable only after several tens of picoseconds.

3.1. Dominating parameters

Eqs. (4)–(12) involve a large number of parameters

from both thermal and mechanical fields. To extract the

dominating parameters, non-dimensional parameters

based on medium (I) are further introduced to charac-

terize the ultrafast heating and deformation

n ¼ x
d
; b ¼ t

tp
; hðI;IIÞ

eðlÞ ¼
T ðI;IIÞ
eðlÞ

T0
;

U ðI;IIÞ ¼ uðI;IIÞ

KðIÞT 20 t2p=qðIÞd

 � ; Y ¼ EðIÞ=qðIÞ

ðd=tpÞ2
;

S0 ¼ 0:94J
1� R

dCðIÞ
e0 T0

 !
; H ¼ GðIÞtp

CðIÞ
e0

;

K ¼ kðIÞe0 tp
CðIÞ
e0 d2

; C ¼ CðIÞ
e0

CðIÞ
l

; L ¼ l
d
: ð13Þ

In terms of these parameters, Eqs. (4)–(12) become

o2U ðIÞ

ob2
� Y

o2U ðIÞ

on2
¼ 2hðIÞ

e

ohðIÞ
e

on
; ð14Þ

o2U ðIIÞ

ob2
� Y

RE

Rq

� �
o2U ðIIÞ

on2
¼ 2 RK

Rq

� �
hðIIÞ
e

ohðIIÞ
e

on
; ð15Þ

hðIÞ
e

ohðIÞ
e

ob
¼ K

o

on
hðIÞ
e

hðIÞ
l

ohðIÞ
e

on

 !
� H hðIÞ

e



� hðIÞ

l

�
þ S0 exp

�
� n � 4 lnð2Þb2


;

ohðIÞ
l

ob
¼ HC hðIÞ

e



� hðIÞ

l

�
;

ð16Þ

hðIIÞ
e

ohðIIÞ
e

ob
¼ K

Rk

RCe

� �
o

on
hðIIÞ
e

hðIIÞ
l

ohðIIÞ
e

on

 !
� H

RG

RCe

� �

� hðIÞ
e



� hðIÞ

l

�
þ S0
RCe

exp
�
� n � 4 lnð2Þb2


;

ohðIIÞ
l

ob
¼ H

RGRCel

RCl

� �
hðIIÞ
e



� hðIIÞ

l

�
; ð17Þ
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ohðIÞ
e

on
¼ ohðIÞ

l

on
¼ oU ðIÞ

on
¼ 0 at n ¼ 0;

ohðIIÞ
e

on
¼ ohðIIÞ

l

on
¼ oU ðIIÞ

on
¼ 0 at n ¼ L;

ð18Þ

hðIÞ
e ¼ hðIIÞ

e ;
hðIÞ
e

hðIÞ
l

ohðIÞ
e

on
¼ Rk

hðIIÞ
e

hðIIÞ
l

ohðIIÞ
e

on
;

U ðIÞ ¼ U ðIIÞ;
oU ðIÞ

on
¼ RE

oU ðIIÞ

on
at n ¼ dL;

ð19Þ

hðIÞ
e ¼ hðIÞ

l ¼ hðIIÞ
e ¼ hðIIÞ

l ¼ 1; U ðIÞ ¼ U ðIIÞ ¼ 0;

and
oU ðIÞ

ob
¼ oU ðIIÞ

ob
¼ 0 as b ¼ �2:

ð20Þ

Expectedly, various ratios (R’s) exist due to the presence

of two metals films in contact:

Rq ¼ qðIIÞ

qðIÞ ; RE ¼ EðIIÞ

EðIÞ ; RK ¼ KðIIÞ

KðIÞ ;

Rk ¼
kðIIÞe0

kðIÞe0
; RCe ¼

CðIIÞ
e0

CðIÞ
e0

; RCl ¼
CðIIÞ
l

CðIÞ
l

; RG ¼ GðIIÞ

GðIÞ :

ð21Þ

In addition to the ratios of thermomechanical prop-

erties, clearly, ultrafast heating and deformation are

characterized by four parameters. They are (1) para-

meter K, the squared ratio of the diffusion length of

electrons at room temperature to the thermal penetra-

tion depth, (2) parameter H, the amount of thermal

energy exchange between electrons and phonons per

volume in one pulse tp relative to the volumetric heat
capacity of electrons at room temperature, (3) parameter

C the ratio of volumetric specific heat between electrons

and phonons at room temperature, and (4) parameter Y,

the squared velocity ratio between the dilatational wave

speed
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðIÞ=qðIÞ

p
and ðd=tpÞ. The non-dimensional in-

tensity ðS0Þ and film thickness (L), in addition, are two

external parameters characterizing the heating condition

and geometry of the metal film.

Analytical solutions to Eqs. (14)–(20) are quite in-

tractable due to the temperature-dependent thermo-

mechanical properties and the nonlinear blasting force

from hot electrons. The finite difference-differential

equations are therefore developed to solve these coupled

equations numerically.

4. Differential-difference formulation

The differential-difference approach retains the time

derivatives in a partial differential equation while dis-

cretizing the spatial derivatives according to the finite

difference schemes. This procedure results in a set of

coupled ordinary differential equations that are estab-

lished at every node discretizing the physical domain in

the computational space.

Fig. 2 illustrates the nodal sequence used in the dif-

ferential-difference analysis for Eqs. (14)–(17). The in-

terfacial node is placed atM, with nodal number from 1

to (M � 1) assigned to the quantities in medium (I) and
nodal number from (M þ 1) to (2M � 1) assigned to the
quantities in medium (II). For a general node i located in

medium (I), Eqs. (14) and (16) are used, resulting in

d2UðiÞ

db2
� Y

Uðiþ1Þ þ Uði�1Þ � 2UðiÞ

Dnð Þ2

" #

¼ heðiÞ
heðiþ1Þ � heði�1Þ

Dn

� �
; i ¼ 2; . . . ;M � 1; ð22Þ

heðiÞ
dheðiÞ
db

¼ K
heðiÞ
hlðiÞ

heðiþ1Þ þ heði�1Þ � 2heðiÞ
Dnð Þ2

" #(

þ 1

hlðiÞ

heðiþ1Þ � heði�1Þ
2Dn

� �2

� heðiÞ
h2lðiÞ

heðiþ1Þ � heði�1Þ
� �

2Dn

�
�

hlðiþ1Þ � hlði�1Þ
� �

2Dn

�)

�H heðiÞ
�

� hlðiÞ
�
þ S0 exp

�
� ði� 1ÞDn

� 4 lnð2Þb2

; i¼ 2; . . . ;M � 1; ð23Þ

dhlðiÞ
db

¼ HCðheðiÞ � hlðiÞÞ; i ¼ 2; . . . ;M � 1: ð24Þ

The central-difference formulas are employed for both

first and second order derivatives with respect to space

ðnÞ in these equations. With Dn ¼ L=ð2M � 2Þ, Eqs.
(22)–(24) represent a set of nonlinearly coupled ordinary

differential equations for UðiÞ; heðiÞ, and hlðiÞ at node i.

Similar equations can be obtained for node i located in

medium (II), by the use of Eqs. (15) and (17) instead. All

spatial derivatives are the same as those in Eqs. (22)–

(24), except for the appearance of the property ratios

(Rs’) in correspondence.

Fig. 2. Nodal sequence used to discretize the double-layered

film of thickness L : A total of (2M � 1) nodes with the inter-
facial node assigned at M.
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Eq. (20) serves as the initial conditions for the ordi-

nary differential equations thus obtained. The zero-slope

conditions in Eq. (18) are ensured by imposing

heð1Þ ¼ heð2Þ; hlð1Þ ¼ hlð2Þ; Uð1Þ ¼Uð2Þ

ðfor boundary conditions at n¼ 0Þ;
heð2M�1Þ ¼ heð2M�2Þ; hlð2M�1Þ ¼ hlð2M�2Þ;

Uð2M�1Þ ¼Uð2M�2Þ ðfor boundary conditions at n¼ LÞ:
ð25Þ

The finite difference forms for the interfacial conditions

in Eq. (19), for node M at n ¼ d, at last, are

heðMÞ ¼
1

1þ Rk
RkheðMþ1Þ
�

þ heðM�1Þ
�
;

UðMÞ ¼
1

1þ RE
REUðMþ1Þ
�

þ UðM�1Þ
�
:

ð26Þ

5. Numerical results

Ultrafast deformation in a double-layered film heated

by a 100 fs ðtp ¼ 0:1psÞ laser is studied to illustrate the
effect of the hot-electron blast. The laser fluence is taken

as J ¼ 500 J m�2. The optical depth of penetration is

taken as d ¼ 15:3 nm, which is a typical value for visible
lights. Such an ultrafast laser directly heats a gold film

of thickness 0:05 lm (50 nm, medium (I) in Fig. 1) that
is padded with a chromium film of equal thickness

(medium (II) in Fig. 1). The total thickness of the dou-

ble-layered film is thus 0:1 lm (100 nm), which is a

particular case of d ¼ 1=2 in Eq. (19). Thermophysical
properties for gold and chromium are listed in Table 1

[22], along with all the non-dimensional parameters

calculated from Eqs. (13) and (21). Note that the values

of RK and RCe are identical due to the same initial tem-

perature ðT0Þ assumed.
The system of coupled ordinary differential equations

(ODEs), exemplified by Eqs. (22)–(24) for medium (I), is

solved by the use of the IVPAG sub-routine in IMSL

[36]. It employs the fifth-order Gear’s backward dif-

ferentiation formula (BDF) to suppress the stiffness in

such a set of nonlinearly coupled ODEs, along with

the adaptive algorithm that continuously decreases the

time interval until the maximum error in the changes of

he; hl, and U is less than 1:0� 10�5. The adaptively ad-
justed time step ðDbÞ turns out to be less than 0.05 for all
cases.

5.1. Non-equilibrium heating

Fig. 3 shows the temperature distributions of elec-

trons (Fig. 3(a)) and lattices (Fig. 3(b)) in the double-

layered film. The interface is located at x ¼ 50 nm as

marked by the dashed vertical line in Fig. 3. Physical

scales of temperatures ðhe;lÞ, time (t), and space (x) are
recovered for the time being in accordance with Te;l ¼
he;l � 300 K, t ¼ b � 0:1 ps, and x ¼ n � 15:3 nm. As the
number of nodes increases from 9 (M ¼ 5), 29 (M ¼ 15),
to 99 (M ¼ 50), the highly desirable patterns of uniform
convergence is present at all times in both Fig. 3(a) (for

electron temperature) and Fig. 3(b) (for lattice temper-

ature). The results of M ¼ 50 (99 nodes), which will
be used in all numerical computations in this work,

agree very well with those obtained by the semi-implicit

Crank–Nicholson scheme employing 400 grid points

[22]. In presence of mixed high-order diffusion (two-step

model for heat transfer) and mechanical waves (for load

transmission), clearly, the differential-difference method

provides a reliable approach for calculating the electron

and phonon temperatures in layered films.

Based on the uniform convergence of the differential-

difference method thus demonstrated, we focus our at-

tention on the solid curves in Figs. 3(a) and (b) (the case

ofM ¼ 50). Electron temperature peaks at 3727 K at the
heated surface ðx ¼ 0Þ toward the end of the laser pulse
(t ¼ 0:1 ps), as shown in Fig. 3(a). Electron temperature
decays slowly in the gold film ð0 < x < 50 nmÞ, but
drops more rapidly in the chromium film ð50 nm <
x < 100 nmÞ. In transition from the gold layer to the

chromium layer, an abrupt increase of the temperature

gradient ðoTe=oxÞ is present at the interface. Such a
discontinuity, as shown in Eq. (26), is dictated by the

value of Rk . Electron temperature decreases with time in

Table 1

Thermophysical properties for gold and chromium: reflectivity, R ¼ 0:93; optical depth of penetration, d ¼ 15:3 nm
Properties Gold Chromium

Thermal conductivity, ke0 (W m�1 K�1) 315 94

Lattice heat capacity, Cl (J m
�3 K�1) 2:5� 106 3:3� 106

Electron heat capacity, Ce0 (J m
�3 K�1) 2:1� 104 5:8� 104

Electron–phonon coupling factor, G (W m�3 K�1) 2:6� 1016 4:2� 1017
Density, q (kg m�3) 19,300 7190

Modulus of elasticity, E (GPa) 77.97 279.45

Electron-blast coefficient, K (J m�3 K�2) 70 193.3

H ¼ 0:124; K ¼ 6:41; S0 ¼ 341:3; Y ¼ 1:71 � 10�4; C ¼ 8:4 � 10�3; Rq ¼ 0:37; RE ¼ 3:584; RK ¼ 2:76; Rk ¼ 0:298; RCe ¼ 2:76;

RG ¼ 16:15; RCl ¼ 1:32; L ¼ 6:536.
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the gold layer due to the effect of heat diffusion in the

electron gas and the constant heat flow from hot elec-

trons to metal lattices (phonon–electron interactions). In

the chromium layer, however, electron temperatures

established at later times (0.5, 1, and 2 ps) may become

higher than the early-time temperature (0.1 ps) due to

the combined effect of continuous heat diffusion and

phonon–electron interactions. The lattice temperature

continuous increases with time, in both gold and chro-

mium films, due to constant heating of acoustic phonons

by electrons, as shown in Fig. 3(b). The lattice temper-

ature increases in an almost uniform fashion in the gold

film, from 303 to about 324 K as the response time in-

creases from 0.1 to 2 ps. Across the interface at x ¼ 50
nm, the lattice temperature drastically increases, with

the peak value increased from 336 K (at 0.1 ps), 441 K

(0.5 ps), 514 K (1 ps), to 554 K (2 ps). Again, a clear

discontinuity of the temperature gradient ðoTl=oxÞ is
developed at the interface, which may evolve into the

major cause for lattice delamination if lasting for a long

time (beyond tens of picoseconds, not shown). The dif-

ference of electron (Fig. 3(a)) and phonon (Fig. 3(b))

temperatures, by as much as one order of magnitude at

short times, gives a strong flavor of non-equilibrium

heating during the picosecond transient.

Distributions of electron and phonon temperatures in

the space and time domains are presented Fig. 4, which

compares the results in a double-layered film (0:05 lm
gold and 0:05 lm chromium) to those in a single-layered
film (0:1 lm gold) under the same heating conditions.

The single-layered results, Fig. 4(a) for electron tem-

perature and Fig. 4(c) for lattice temperature, employ 30

nodes that discretize the entire film (l ¼ 0:1 lm or

L ¼ 6:536). Thermomechanical properties for gold are
used in Eqs. (22)–(24), with nodal number i running

from 2 to 29. The initial and boundary conditions

remain the same as Eqs. (18) and (20), with both su-

perscripts (I) and (II) now referring to gold. For a single-

layered film, the uniformly convergent results can be

achieved by using much less nodes due to the absence of

a material interface. The double-layered results, Fig.

4(b) for electron temperature and Fig. 4(d) for lattice

temperature, are general representations of Figs. 3(a)

and (b) in three dimensions. Comparing Fig. 4(a) to Fig.

4(b), electron temperatures of gold in the double-layered

film ð0 < n < 3:268Þ decay at much faster rates than that
in the single-layered film. The phonon–electron coupling

factor (G value) of chromium is about one order of

magnitude larger than that of gold, resulting in a much

lower temperature in the chromium layer ð3:268 <
n < 6:536Þ. The discontinuities displayed in Figs. 4(b)
and (d) are located at the interface ðn ¼ 3:268Þ between
the chromium and gold layers. The advantage of pad-

ding a chromium layer behind the gold layer is clear

when comparing the lattice temperatures of gold in Fig.

4(c) (single-layer) and (d) (double-layer, in the domain

0 < n < 3:268). In the presence of a chromium layer,

under the same total thickness, the lattice temperature of

gold in the double-layered film ð0 < n < 3:268Þ is more
uniform and significantly lower than that in the single-

layered film. Though having a lower thermal conduc-

tivity, clearly, the chromium layer possessing a larger

value of the phonon–electron coupling factor (G) serves

as the ‘‘heat sink’’ to the gold layer.

5.2. Electron blast

A negative temperature gradient in the electron gas

ðoTe=ox < 0Þ, as clearly shown in Figs. 3 and 4, results in
a negative blasting force, 2TeðoTe=oxÞ < 0. In parallel to
Figs. 4 and 5 compares the hot-electron blasts in the

single- and double-layered films. Note that the blasting

force vanishes at the front ðn ¼ 0Þ and back ðn ¼ 6:536Þ
surfaces of the film due to the insulated boundary

conditions imposed in Eq. (18). The 0.1 ps ðtpÞ laser
produces a blasting force that lasts for about 0.2 ps

(a) (b)

Fig. 3. Uniform convergence of (a) electron temperature and (b) lattice temperature as the number of nodes increases from 29 to 99.
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ð0 < b < 2Þ, Fig. 5(a). The location experiencing maxi-
mum blasting force is closer to the front (heated) surface

at early times, reaching ½2TeðoTe=oxÞ�max ¼ �39:4 at n ¼
1:69 as ¼ 0:28 (t ¼ 0:028 ps). Such a location rapidly
shifts toward the center of the film, reducing to ½2Te�
ðoTe=oxÞ�max ¼ �6:03 at n ¼ 3:27 as b increases to 1.79.
The electron blast in the double-layered film behaves

somewhat similar, Fig. 5(b). As the response time (b)
increases from 0.24 to 1.59, within the gold layer in

0 < n < 3:268, the location possessing maximum blast-

ing force shifts more rapidly from n ¼ 1:63 (middle of
the gold film) with ½2TeðoTe=oxÞ�max ¼ �42:28 to n ¼ 3:23
(very close to the interface) with ½2TeðoTe=oxÞ�max ¼
�15:9. The discontinuity across the interface in the
double-layered film, however, results in drastically in-

creased blasting forces in the chromium layer ð3:268 <
n < 6:536Þ. The location possessing maximum blasting

force drifts in the vicinity of the interface, reducing from

the value of ½2TeðoTe=xÞ�max ¼ �98:2 at n ¼ 3:30 as b ¼
0:24 to ½2TeðoTe=oxÞ�max ¼ �57:13 at n ¼ 3:37 as b ¼ 1:59.

(a) (b)

(c) (d)

Fig. 4. Distributions of (a) electron temperature in a single-layered film, (b) electron temperature in a double-layered film, (c) lattice

temperature in a single-layered film, and (d) lattice temperature in a double-layered film.

(a) (b)

Fig. 5. Hot-electron blast in (a) the single-layered film and (b) the double- layered film with same thickness ðL ¼ 6:536Þ.
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The discontinuous change of the hot-electron blasting

force across the interface prolongs to about 2 ps

ðb ¼ 20Þ, with the major blast remains to be in tenths of
a picosecond.

5.3. Ultrafast straining

Negative blasting forces shown in Fig. 5 produce

negative strains (compressions) near the heated surface.

This is clearly shown in Fig. 6(a) for a single-layered film

in a broader time domain (b) from 0 to 40 (t ¼ 4 ps). The
maximum compression occurs near the characteristic

line of mechanical waves located at n ¼ p
Y b, or n ffi

0:013077b for Y ¼ 1:71� 10�4 in gold (see Table 1).
Effect of high-order diffusion in hot electrons, however,

extends the maximum compression a little over the

characteristic wavefront (n ffi 0:523 as b ¼ 40), reaching
U 0
max ¼ �1573:2 at n ¼ 0:56 as b ¼ 40. The magnitude of
compressive strains rapid decreases after crossing the

characteristic wavefront, eventually switching into ten-

sile strain in approaching the back surface of the film.

The tensile region thus developed covers more than half

of the film thickness, peaking at 601.37 at n ¼ 5:37 as
b ¼ 40. Since metals are weaker in general when resist-
ing tension, the tensile region developed in the rear

portion of the film would be more detrimental. Should

the intensity of femtosecond-laser heating be sufficiently

strong, ultrafast damage would occur in the rear portion

of the film, rather than the front portion directed heated

by the laser.

The discontinuous blasting force across the material

interface, as shown earlier in Fig. 5(b), results in more

capricious deformation patterns as described in Fig.

6(b). Large compression ðU 0Þ is rapidly formed in the
vicinity of the interface, reaching the order of 104–105 as

b ¼ 40, which is so strong that the compressible strain
existing at the characteristic wavefront in the gold film

(n ffi 0:523 as b ¼ 40) becomes almost invisible. The
characteristic wavefront is switched from gold to chro-

mium after crossing the interface, producing a maximum

tensile strain U 0 ffi 2:78� 104 that peaks at ðn; bÞ ¼
ð5:04; 40Þ in the domain of 0 < b < 40. The character-
istic wavefront in the chromium layer is calculated by

x ¼
ffiffiffiffi
E
q

s !
chromium

t or n ¼
ffiffiffiffiffiffi
RE

Rq

s ffiffiffiffi
Y

p
b; ð27Þ

where parameter Y is based on gold. Along with the

values of RE and Rq listed in Table 1, Eq. (27) results in

n ffi 0:040699b in the chromium layer, which gives

n ffi 1:63 as b ¼ 40. Since the chromium layer is mea-

sured from the interface ðn ¼ 3:268Þ, the characteris-
tic wavefront in chromium is located at n ffi 4:89 as
b ¼ 40, which is the peak of the tensile strain shown in
Fig. 6(b).

To convert the value of oU=onðU 0Þ to ou=ox (Cauchy
strain), multiply the value of U 0 by 1:922� 10�10K.
For gold and chromium, referring to Table 1, this

conversion results in ðou=oxÞgold ffi 1:345� 10�8U 0 and

ðou=oxÞchromium ffi 3:715� 10�8U 0. For the maximum

tensile strains shown in Fig. 6, both occur in the rear

portion of the film, ðou=oxÞgold;max ffi 8:088� 10�6 and
ðou=oxÞchromium;max ffi 1:034� 10�3 that are in equivalence
to rgold;max ffi 0:63 MPa and rchromium;max ffi 288:9 MPa
according to the elastic moduli given in Table 1. Al-

though the failure data under high stain rates (approx-

imately 108–109 s�1 in the present problem) are not

available yet, these levels of strain and stress at the most

exaggerated state would damage the chromium film in

the picosecond domain. While serving as the heat sink to

the directly heated gold film, therefore, potential damage

in the chromium layer is noteworthy. The quantitative

estimates so far are made with J ¼ 500 J m�2, which is

only a tenth of the laser fluence used for materials re-

moval by femtosecond lasers [13,14,32]. The stress and

strain levels in the picosecond domain will increase ac-

cordingly should the processing power of the femtosec-

ond lasers be increased.

(a) (b)

Fig. 6. Ultrafast straining ðU 0Þ in (a) the single-layered film and (b) the double-layered film with same thickness ðL ¼ 6:536Þ.
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5.4. Effects of H, Y, K and C

In all comparisons made below, Fig. 6(b) shall be

used as the base curve with all the parameters listed in

Table 1. Since parameters H, Y, K, and C are defined

based on medium (I) under direct laser heating, referring

to Eq. (13), varying their values is equivalent to re-

placing the gold layer by another one with the corre-

sponding properties in medium (I).

Enhanced diffusion in the electron gas and metal

lattices, which is indeed the major role that the phonon–

electron coupling factor (G) plays during the phonon–

electron interactions, exaggerates the deformation field

in the vicinity of the material interface and the charac-

teristic wavefront. As the value of H increases by two

orders of magnitude (H ¼ 12:4 comparing to H ¼ 0:124
in Fig. 6(b)), implying a hundred times increase of the G

value under the same heating condition, the near field

deformation becomes wiggling in approaching the ma-

terial interface ðn ! 3:268Þ and the wavefront (n !
0:040699b measured from the interface). This is clearly

shown in Fig. 7(a). While perverting all the general

features in Fig. 6(b), the value of U 0 is reduced by several

times as the value of H increases from 12.4 to 0.124. The

case of H ¼ 12:4 corresponds to the value of G in nio-
bium or vanadium.

A larger value of Y implies a faster dilatational wave

speed, again, under the same heating conditions. The

thermomechanical disturbance carried by the charac-

teristic waves, consequently, travels more frequently in

the double-layered film with the same thickness. In the

same domain of 0 < b < 40 (0 < t < 4 ps), as shown in
Fig. 7(b), there exists a clear branch of the reflected wave

emanating from the rear surface ðn ¼ 6:536Þ. The re-
flected waves are also present in the neighborhood of the

interface ðn ¼ 6:536Þ. Interactions between the oncom-
ing and reflected waves broaden the compressive defor-

mation zone, resulting in a wavier deformation pattern

in this area. More frequent bouncing of thermome-

chanical waves in the double-layered film (a larger value

of Y), in addition, renders a lower magnitude of U 0 in

comparison with that in Fig. 6(b).

The ultrafast deformation pattern is not as sensitive

to parameters K or C. A larger value of K, implying a

larger value of conductivity or a smaller value of heat

capacity of electrons at room temperature, reduces the

magnitude of U 0 by as much as one order of magnitude,

as shown in Fig. 7(c) for K ¼ 64:1. A larger value of C,

(a) (b)

(c) (d)

Fig. 7. Effects of (a) H¼ 12.4, (b) Y¼ 1:71� 10�3, (c) K¼ 64.10, and (d) C¼ 8:4� 10�2 on the ultrafast deformation in the double-
layered films. All other data are same as those in Table 1.
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implying a larger value of conductivity of electrons at

room temperature or a smaller value of the lattice con-

ductivity, on the other hand, produces a stronger com-

pressive strain near the interface, as shown in Fig. 7(d)

for C ¼ 8:4� 10�2. The overall patterns of ultrafast
deformation in Figs. 7(c) and (d), however, are very

close to that shown in Fig. 6(b), the base curve with

K ¼ 6:41 and C ¼ 8:4� 10�3.

5.5. Effects of property ratios

In addition to the parameters H, Y, K, and C that

characterize the gold layer (medium (I)), the ultrafast

deformation also depends on seven property ratios de-

fined in Eq. (21). Their effects may be coupled with those

of H, Y, K, and C due to involvement of common

properties in their definitions. A smaller value of RE, for

example, is equivalent to a larger value of EðIÞ, which, in

turn, implies a larger value of Y investigated earlier in

Fig. 7(b). A similar argument can be applied to the effect

of Rq, where effect of a larger value of Rq resembles to

that of a larger value of Y. As the value of RE decreases

or the value of Rq increases, therefore, a similar pattern

of ultrafast deformation to that shown in Fig. 7 would

be expected. The property ratios of Rk ; RCe ;RCl , and RG

all fall into the same category.

Effect of RK needs to be explored separately because

the parameter K is absorbed in the reference phonon

displacement shown in Eq. (13). Again, Fig. 6(b) with

RK ¼ 2:76 is the based curve used for comparisons. As
the value of RK decreases, RK ¼ 0:276 shown in Fig. 8(a),
the magnitude of U 0 decreases accordingly, with the two

characteristic wavefronts now clearly shown due to the

closer levels of compressive strains developed in the

double-layered film. As the value of RK increases,

RK ¼ 27:6 shown in Fig. 8(b), on the other hand, the

magnitude of U 0 increases accordingly, reaching the

order of 105 at the peaks of the compressive (near

the interface) and tensile strains (at the characteristic

wavefront ðn; bÞ ffi ð4:89; 40ÞÞ. To prevent significant

straining in the laser heated double-layered film, there-

fore, it is desirable to select a metal film with a largest

possible value of KðKðIÞÞ to resist direct laser heating,
while selecting a padding layer with a smallest possible

value of KðKðIIÞÞ to reduce the ratio of RK.

6. Conclusion

The hot-electron blast produced during the first few

tenths of a picosecond is a direct result of non-equilib-

rium heating induced by femtosecond lasers. It results in

ultrafast deformation of acoustic phonons in the pico-

second domain, which has not received as much atten-

tion as ultrafast heating in microscale heat transfer.

Dynamical equations of motion (for ultrafast deforma-

tion) have been integrated with the parabolic phonon–

electron interaction model (for ultrafast heating) to

study the effect of the hot-electron blast in multi-layered

thin metal films. Special feature includes maximum

compressive strains developed at the interface between

dissimilar media, as well as the rapid alteration from

compression to tension in the neighborhood of the

characteristic wavefront. The latter is noteworthy for

damage prevention since metals are usually weaker in

resisting tension than compression. Since the charac-

teristic wavefront is always located within the medium,

tensile straining thereby may produce internal damage

within the laser-heated films. Severe compressive strain-

ing developed in the vicinity of the interface, on the

other hand, may result in shear failure that is the major

cause for delamination in multi-layered films. The in-

(a) (b)

Fig. 8. Effects of RK on the ultrafast deformation in the double-layered films. All other data are same as those in Table 1.
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terwoven tension and compression induced by the hot-

electron blast makes the prediction for damage in thin

metal films extremely complicated, which needs further

explorations along with the high-rate data of yield

strength, fracture toughness, and shear strength for

metals in general.

Effect of deformation plays a more important role in

sub-micron films when heated by a femtosecond laser.

For the laser fluence on the order of 102–103 J m�2, the

resulting displacement reach a fraction of the film

thickness of the order of 0:1 lm. Simultaneous consid-
erations of the deformation effect, therefore, seem nec-

essary in describing the mechanisms of ultrafast heating

in thin metal films. It should be reminded, however, that

the present model is only valid for ultrafast deformation

of acoustic phonons, under the assumption that the

electron temperature is significantly lower than the

Fermi temperature during the picosecond transient. For

intense heating that produces hot electrons close to the

Fermi temperature, or for even faster deformation of

optical phonons in the femtosecond domain, the blasting

force becomes much more involved than a simple gra-

dient of electron-temperature squared. Renormalization

of metal lattices (which results in electron-temperature-

dependent elastic moduli due to electron looping in

metal lattices) and ultrafast lattice restoration (induced

by the additional deformation potential vector) are es-

sential physical mechanisms that need to be accommo-

dated. In most cases, the non-equilibrium partition

functions of electrons and phonons need to be further

examined by the Boltzmann transport equation to de-

termine the functional forms that are appropriate for an

engineering analysis posed in the present work.
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